**Loss functions in TensorFlow**

In this exercise, you will compute the loss using data from the King County housing dataset. You are given a target, price, which is a tensor of house prices, and predictions, which is a tensor of predicted house prices. You will evaluate the loss function and print out the value of the loss.
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Import the keras module from tensorflow. Then, use price and predictions to compute the mean squared error (mse).

# Import the keras module from tensorflow

from tensorflow import keras

# Compute the mean squared error (mse)

loss = keras.losses.mse(price, predictions)

# Print the mean squared error (mse)

print(loss.numpy())

Modify your code to compute the mean absolute error (mae), rather than the mean squared error (mse).

# Import the keras module from tensorflow

from tensorflow import keras

# Compute the mean absolute error (mae)

loss = keras.losses.mae(price, predictions)

# Print the mean absolute error (mae)

print(loss.numpy())

Great work! You may have noticed that the MAE was much smaller than the MSE, even though price and predictions were the same. This is because the different loss functions penalize deviations of predictions from price differently. MSE does not like large deviations and punishes them harshly.